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Abstract—A method is proposed, called channel polarization,
to construct code sequences that achieve the symmetric capacity

of any given binary-input discrete memoryless channel
(B-DMC) . The symmetric capacity is the highest rate achiev-
able subject to using the input letters of the channel with equal
probability. Channel polarization refers to the fact that it is pos-
sible to synthesize, out of independent copies of a given B-DMC

, a second set of binary-input channels
such that, as becomes large, the fraction of indices for which

is near approaches and the fraction for which
is near approaches . The polarized channels
are well-conditioned for channel coding: one need only

send data at rate through those with capacity near and at rate
through the remaining. Codes constructed on the basis of this idea
are called polar codes. The paper proves that, given any B-DMC

with and any target rate , there exists a
sequence of polar codes such that has block-length

, rate , and probability of block error under suc-
cessive cancellation decoding bounded as
independently of the code rate. This performance is achievable by
encoders and decoders with complexity for each.

Index Terms—Capacity-achieving codes, channel capacity,
channel polarization, Plotkin construction, polar codes, Reed–
Muller (RM) codes, successive cancellation decoding.

I. INTRODUCTION AND OVERVIEW

A FASCINATING aspect of Shannon’s proof of the noisy
channel coding theorem is the random-coding method

that he used to show the existence of capacity-achieving code
sequences without exhibiting any specific such sequence [1].
Explicit construction of provably capacity-achieving code
sequences with low encoding and decoding complexities has
since then been an elusive goal. This paper is an attempt to
meet this goal for the class of binary-input discrete memoryless
channels (B-DMCs).

We will give a description of the main ideas and results of the
paper in this section. First, we give some definitions and state
some basic facts that are used throughout the paper.

Manuscript received October 14, 2007; revised August 13, 2008. Current ver-
sion published June 24, 2009. This work was supported in part by The Scien-
tific and Technological Research Council of Turkey (TÜBİTAK) under Project
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A. Preliminaries

We write to denote a generic B-DMC with
input alphabet , output alphabet , and transition probabilities

. The input alphabet will always be
, the output alphabet and the transition probabilities may

be arbitrary. We write to denote the channel corresponding
to uses of ; thus, with

.
Given a B-DMC , there are two channel parameters of pri-

mary interest in this paper: the symmetric capacity

and the Bhattacharyya parameter

These parameters are used as measures of rate and reliability,
respectively. is the highest rate at which reliable commu-
nication is possible across using the inputs of with equal
frequency. is an upper bound on the probability of max-
imum-likelihood (ML) decision error when is used only once
to transmit a or .

It is easy to see that takes values in . Throughout,
we will use base- logarithms; hence, will also take
values in . The unit for code rates and channel capacities
will be bits.

Intuitively, one would expect that iff ,
and iff . The following bounds, proved in
the Appendix, make this precise.

Proposition 1: For any B-DMC , we have

(1)

(2)

The symmetric capacity equals the Shannon capacity
when is a symmetric channel, i.e., a channel for which there
exists a permutation of the output alphabet such that i)

and ii) for all . The bi-
nary symmetric channel (BSC) and the binary erasure channel
(BEC) are examples of symmetric channels. A BSC is a B-DMC

with and
. A B-DMC is called a BEC if for each , either

or . In the latter case,
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They are capacity-achieving on binary memoryless symmetric (BMS) channels with low
encoding/decoding complexity [Arı09].

But successive cancellation (SC) decoding performs poorly for small blocks.
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Abstract— We describe a successive-cancellation list decoder
for polar codes, which is a generalization of the classic successive-
cancellation decoder of Arıkan. In the proposed list decoder,
L decoding paths are considered concurrently at each decoding
stage, where L is an integer parameter. At the end of the decoding
process, the most likely among the L paths is selected as the
single codeword at the decoder output. Simulations show that
the resulting performance is very close to that of maximum-
likelihood decoding, even for moderate values of L. Alternatively,
if a genie is allowed to pick the transmitted codeword from the
list, the results are comparable with the performance of current
state-of-the-art LDPC codes. We show that such a genie can be
easily implemented using simple CRC precoding. The specific
list-decoding algorithm that achieves this performance doubles
the number of decoding paths for each information bit, and
then uses a pruning procedure to discard all but the L most
likely paths. However, straightforward implementation of this
algorithm requires !(Ln2) time, which is in stark contrast with
the O(n log n) complexity of the original successive-cancellation
decoder. In this paper, we utilize the structure of polar codes
along with certain algorithmic transformations in order to
overcome this problem: we devise an efficient, numerically stable,
implementation of the proposed list decoder that takes only
O(Ln log n) time and O(Ln) space.

Index Terms— List decoding, polar codes, successive cancella-
tion decoding.

I. INTRODUCTION

THE discovery of channel polarization and polar codes by
Arıkan [1] is universally recognized as a major break-

through in coding theory. Polar codes provably achieve
the capacity of memoryless symmetric channels, with low
encoding and decoding complexity. Moreover, polar codes
have an explicit construction (there is no random ensem-
ble to choose from) and a beautiful recursive structure that
makes them inherently suitable for efficient implementation in
hardware [7], [12].

These remarkable properties of polar codes have gen-
erated an enormous interest, see [2], [3], [6], [8], [14],
[15] and references therein. Nevertheless, the impact of polar
coding in practice has been, so far, negligible. Although
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Fig. 1. List-decoding performance for a polar code of length n = 2048
and rate R = 0.5 on the BPSK-modulated Gaussian channel. The code was
constructed using the methods of [15], with optimization for Eb/N0 = 2 dB.

polar codes achieve capacity asymptotically, empirical stud-
ies indicate that for short and moderate block lengths,
successive-cancellation decoding of polar codes does not
perform as well as turbo codes or low density parity-
check (LDPC) codes. As we ponder why, we identify
two possible causes: either the codes themselves are weak at
these lengths, or there is a significant performance gap between
successive-cancellation and maximum-likelihood decoding.
In fact, the two causes are complementary and, as we shall
see, both contribute to the problem.

In this paper, we propose an improvement to the successive-
cancellation decoder of [1], namely, a successive-cancellation
list decoder. Our decoder is governed by a single integer
parameter L, which denotes the list size. As in [1], we decode
the input bits successively one-by-one. However, in the pro-
posed decoder, L decoding paths are considered concurrently
at each decoding stage. Specifically, our decoder doubles the
number of decoding paths for each information bit ui to be
decoded, thus pursuing both ui = 0 and ui = 1 options, and
then uses a pruning procedure to discard all but the L most
likely paths. At the end of the decoding process, the most
likely among the L decoding paths is selected as the decoder
output (thus, in contrast to most list-decoding algorithms in the
literature, the output of our decoder is not a list but a single
codeword).

The performance of the list-decoding algorithm outlined
above is encouraging. For example, Figure 1 shows our
simulation results for a polar code of rate half and length
2048 on a binary-input AWGN channel, under successive-
cancellation decoding and under list decoding. We also include
in Figure 1 a lower bound on the probability of word error
under maximum-likelihood decoding (such a bound can be
readily evaluated in list-decoding simulations). As can be
seen from Figure 1, the performance of our list-decoding algo-
rithm is very close to that of maximum-likelihood decoding,

0018-9448 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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SC list (SCL) decoding with CRC and large list-size performs very well and approaches
maximum-likelihood (ML) decoding performance [TV15].

It can also be used to decode other codes (e.g., Reed–Muller codes).

M. C. Coşkun — Optimum Decoding of GN -Coset Codes: From Inactivation Decoding to Tree-Search 3/54



Institute for Communications Engineering Technische Universität München

Successive List Cancellation Decoding
IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 61, NO. 5, MAY 2015 2213

List Decoding of Polar Codes
Ido Tal, Member, IEEE and Alexander Vardy, Fellow, IEEE

Abstract— We describe a successive-cancellation list decoder
for polar codes, which is a generalization of the classic successive-
cancellation decoder of Arıkan. In the proposed list decoder,
L decoding paths are considered concurrently at each decoding
stage, where L is an integer parameter. At the end of the decoding
process, the most likely among the L paths is selected as the
single codeword at the decoder output. Simulations show that
the resulting performance is very close to that of maximum-
likelihood decoding, even for moderate values of L. Alternatively,
if a genie is allowed to pick the transmitted codeword from the
list, the results are comparable with the performance of current
state-of-the-art LDPC codes. We show that such a genie can be
easily implemented using simple CRC precoding. The specific
list-decoding algorithm that achieves this performance doubles
the number of decoding paths for each information bit, and
then uses a pruning procedure to discard all but the L most
likely paths. However, straightforward implementation of this
algorithm requires !(Ln2) time, which is in stark contrast with
the O(n log n) complexity of the original successive-cancellation
decoder. In this paper, we utilize the structure of polar codes
along with certain algorithmic transformations in order to
overcome this problem: we devise an efficient, numerically stable,
implementation of the proposed list decoder that takes only
O(Ln log n) time and O(Ln) space.

Index Terms— List decoding, polar codes, successive cancella-
tion decoding.

I. INTRODUCTION

THE discovery of channel polarization and polar codes by
Arıkan [1] is universally recognized as a major break-

through in coding theory. Polar codes provably achieve
the capacity of memoryless symmetric channels, with low
encoding and decoding complexity. Moreover, polar codes
have an explicit construction (there is no random ensem-
ble to choose from) and a beautiful recursive structure that
makes them inherently suitable for efficient implementation in
hardware [7], [12].

These remarkable properties of polar codes have gen-
erated an enormous interest, see [2], [3], [6], [8], [14],
[15] and references therein. Nevertheless, the impact of polar
coding in practice has been, so far, negligible. Although

Manuscript received June 12, 2013; revised October 14, 2014; accepted
November 13, 2014. Date of publication March 5, 2015; date of current ver-
sion April 17, 2015. This work was supported in part by the U.S.-Israel Bina-
tional Science Foundation under Grant 2012016 and in part by the National
Science Foundation under Grant CCF-1116820 and Grant CCF-1405119.
This paper was presented at the 2011 IEEE International Symposium on
Information Theory.

I. Tal is with the Technion—Israel Institute of Technology, Haifa 32000,
Israel (e-mail: idotal@ee.technion.ac.il).

A. Vardy is with the University of California at San Diego, La Jolla,
CA 92093 USA (e-mail: avardy@ucsd.edu).

Communicated by V. Guruswami, Associate Editor for Complexity and
Cryptography.

Color versions of one or more of the figures in this paper are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TIT.2015.2410251

Fig. 1. List-decoding performance for a polar code of length n = 2048
and rate R = 0.5 on the BPSK-modulated Gaussian channel. The code was
constructed using the methods of [15], with optimization for Eb/N0 = 2 dB.

polar codes achieve capacity asymptotically, empirical stud-
ies indicate that for short and moderate block lengths,
successive-cancellation decoding of polar codes does not
perform as well as turbo codes or low density parity-
check (LDPC) codes. As we ponder why, we identify
two possible causes: either the codes themselves are weak at
these lengths, or there is a significant performance gap between
successive-cancellation and maximum-likelihood decoding.
In fact, the two causes are complementary and, as we shall
see, both contribute to the problem.

In this paper, we propose an improvement to the successive-
cancellation decoder of [1], namely, a successive-cancellation
list decoder. Our decoder is governed by a single integer
parameter L, which denotes the list size. As in [1], we decode
the input bits successively one-by-one. However, in the pro-
posed decoder, L decoding paths are considered concurrently
at each decoding stage. Specifically, our decoder doubles the
number of decoding paths for each information bit ui to be
decoded, thus pursuing both ui = 0 and ui = 1 options, and
then uses a pruning procedure to discard all but the L most
likely paths. At the end of the decoding process, the most
likely among the L decoding paths is selected as the decoder
output (thus, in contrast to most list-decoding algorithms in the
literature, the output of our decoder is not a list but a single
codeword).

The performance of the list-decoding algorithm outlined
above is encouraging. For example, Figure 1 shows our
simulation results for a polar code of rate half and length
2048 on a binary-input AWGN channel, under successive-
cancellation decoding and under list decoding. We also include
in Figure 1 a lower bound on the probability of word error
under maximum-likelihood decoding (such a bound can be
readily evaluated in list-decoding simulations). As can be
seen from Figure 1, the performance of our list-decoding algo-
rithm is very close to that of maximum-likelihood decoding,

0018-9448 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

Authorized licensed use limited to: Duke University. Downloaded on June 24,2020 at 02:17:46 UTC from IEEE Xplore.  Restrictions apply. 

SC list (SCL) decoding with CRC and large list-size performs very well and approaches
maximum-likelihood (ML) decoding performance [TV15].

It can also be used to decode other codes (e.g., Reed–Muller codes).
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Polar Codes with Dynamic Frozen Bits

Later, polar codes were extended with the concept of dynamic frozen bits, which enabled
state-of-art designs.

It is also shown that any code can be decoded using SCL decoding, but some require very
large complexity for a good performance.
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M. C. Coşkun — Optimum Decoding of GN -Coset Codes: From Inactivation Decoding to Tree-Search 5/54



Institute for Communications Engineering Technische Universität München

N = 128, k = 64

1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4
10−5

10−4

10−3

10−2

10−1

100

Eb/N0, dB

B
L
E
R

Binary LDPC (CCSDS)
LDPC F256
Random Coding Union
Metaconverse
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Easy Channels

Among all, there are channels for which it is easy to communicate optimally:

Noiseless channels: The output Y determines the input X (i.e., H(X |Y ) ≈ 0).

Useless channels: The output Y is independent from the input X (i.e., H(X |Y ) ≈ 1).

Channel polarization is a technique to convert any BMS channel to a mixture of easy channels,
asymptotically in the block length.

The technique is lossless in terms of mutual information (required to achieve the
capacity).

The technique is of low complexity (there exists an encoder-decoder pair, realizing the
technique with O(N logN) complexity, where N is the block length).
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Example: Binary Erasure Channel

Given two independent copies of a BEC(ε) W : {0, 1} → {0, 1, ?}, i.e.,

Y =

{
X w.p. 1− ε
? w.p. ε

we set

X1 = U1 ⊕ U2

X2 = U2

Estimate U1 by observing the output (Y1,Y2):

(Y1,Y2) =



(U1 ⊕ U2,U2) w.p. (1− ε)2 X
(?,U2) w.p. ε(1− ε) ×
(U1 ⊕ U2, ?) w.p. (1− ε)ε ×
(?, ?) w.p. ε2 ×

W

W

X1

X2

Y1

Y2

⊕U1

U2

W

W

Y1

Y2

⊕U1

?

X 2
1 = U2

1 G2

G2 ,

(
1 0
1 1

)
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M. C. Coşkun — Optimum Decoding of GN -Coset Codes: From Inactivation Decoding to Tree-Search 9/54



Institute for Communications Engineering Technische Universität München

Example: Binary Erasure Channel

Given two independent copies of a BEC(ε) W : {0, 1} → {0, 1, ?}, i.e.,

Y =

{
X w.p. 1− ε
? w.p. ε

we set

X1 = U1 ⊕ U2

X2 = U2

U1 is erased w.p. (1− (1− ε)2).

Assume now that U1 is given. Estimate U2 by observing
(Y1,Y2,U1):

(Y1,Y2,U1) =


(U1 ⊕ U2,U2,U1) w.p. (1− ε)2 X
(?,U2,U1) w.p. ε(1− ε) X

(U1 ⊕ U2, ?,U1) w.p. (1− ε)ε X
(?, ?,U1) w.p. ε2 ×

W

W

Y1

Y2

⊕

U1

?

U1

U2

X 2
1 = U2

1 G2

G2 ,

(
1 0
1 1

)
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M. C. Coşkun — Optimum Decoding of GN -Coset Codes: From Inactivation Decoding to Tree-Search 9/54



Institute for Communications Engineering Technische Universität München

Example: Binary Erasure Channel

Given two independent copies of a BEC(ε) W : {0, 1} → {0, 1, ?}, i.e.,

Y =

{
X w.p. 1− ε
? w.p. ε

we set

X1 = U1 ⊕ U2

X2 = U2

The input U1 is erased w.p. (1− (1− ε)2).

Given U1, the input U2 is erased w.p. ε)2.

W

W

X1

X2

Y1

Y2

⊕U1

U2

X 2
1 = U2

1 G2

G2 ,

(
1 0
1 1

)

Hence, we have

2ε− ε2 ≥ H(X1|Y1) = ε ≥ ε2 with equality if and only if ε ∈ {0, 1}
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U2

X 2
1 = U2

1 G2

G2 ,

(
1 0
1 1

)

Hence, we have

2ε− ε2 ≥ H(X1|Y1) = ε ≥ ε2 with equality if and only if ε ∈ {0, 1}
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Polarized Synthetic Channels: General BMSCs

Given two independent copies of W : {0, 1} → Y with a capacity of
C (W ), we obtain two synthetic channels:

A downgraded channel W
(1)
2 : {0, 1} → Y2 having input U1 and

output Y 2
1 with C (W

(1)
2 ) < C (W )

An upgraded channel W
(2)
2 : {0, 1} → Y2 × {0, 1} having input U2

and output (Y 2
1 ,U1) with C (W

(2)
2 ) > C (W )

W

W

Y1

Y2

X1

X2

⊕U1

?

⊕U1

U2

Y1

Y2

⊕U1

U2

This suggests that a successive decoding can be employed [Sto02] to achieve C (W ) [Arı09]:

Transmit at a rate C (W
(1)
2 ), where the decoder takes Y 2

1 as input and outputs Û1.

Then, transmit at a rate C (W
(2)
2 ), where the decoder uses (Y 2

1 , Û1) to output Û2.
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1 , Û1) to output Û2.

M. C. Coşkun — Optimum Decoding of GN -Coset Codes: From Inactivation Decoding to Tree-Search 10/54



Institute for Communications Engineering Technische Universität München

Polarized Synthetic Channels: General BMSCs

Given two independent copies of W : {0, 1} → Y with a capacity of
C (W ), we obtain two synthetic channels:

A downgraded channel W
(1)
2 : {0, 1} → Y2 having input U1 and

output Y 2
1 with C (W

(1)
2 ) < C (W )

An upgraded channel W
(2)
2 : {0, 1} → Y2 × {0, 1} having input U2

and output (Y 2
1 ,U1) with C (W

(2)
2 ) > C (W )

W

W

Y1

Y2

X1

X2

⊕U1

?

⊕U1

U2

Y1

Y2

⊕U1

U2

This suggests that a successive decoding can be employed [Sto02] to achieve C (W ) [Arı09]:

Transmit at a rate C (W
(1)
2 ), where the decoder takes Y 2

1 as input and outputs Û1.

Then, transmit at a rate C (W
(2)
2 ), where the decoder uses (Y 2
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Genie-Aided vs. Real Successive Decoder

The channel W
(1)
2 has the input U1 and output Y 2

1 X

The channel W
(2)
2 has the input U2 and output (Y 2

1 ,U1)!

W

W

Y1

Y2

⊕U1

?

⊕U1

U2

Y1

Y2

⊕U1

U2

Y1

Y2

⊕U1

?

Y1

Y2

⊕Û1

U2

Y1

Y2

⊕U1

U2

{Û2
1 6= U2

1} = {Ũ2
1 6= U2

1}

It is possible to obtain Û1 by first decoding W
(1)
2 . What is the effect of using Û1 instead of U1

on the block error events?

Genie-aided successive decoding:

Ũ1 = f1(Y 2
1 )

Ũ2 = f2(Y 2
1 U1)

Real successive decoding:

Û1 = f1(Y 2
1 )

Û2 = f2(Y 2
1 Û1)

The real decoder makes an error IF AND ONLY IF the genie-aided decoder makes an error!
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⊕Û1

U2

Y1

Y2

⊕U1

U2

{Û2
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1 Û1)

The real decoder makes an error IF AND ONLY IF the genie-aided decoder makes an error!
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Ũ1 = f1(Y 2
1 )
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{Û2
1 6= U2

1} = {Ũ2
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on the block error events?

Genie-aided successive decoding:
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on the block error events?

Genie-aided successive decoding:
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Polar Transform - Recursive Application of the Basic Transform
Definition

The Kronecker product of two matrices X and Y is

X⊗ Y ,

x1,1Y x1,2Y . . .
x2,1Y x2,2Y . . .

...
...

. . .

 .
Then, a Kronecker power of a matrix is written as X⊗n = X⊗(n−1) ⊗ X, X⊗0 , 1.

Example

Recall the matrix representing the basic transform G2 ,

[
1 0
1 1

]
. Then, we write

G⊗2
2 = G2 ⊗ G2 =


1 0 0 0
1 1 0 0
1 0 1 0
1 1 1 1

 .

M. C. Coşkun — Optimum Decoding of GN -Coset Codes: From Inactivation Decoding to Tree-Search 12/54



Institute for Communications Engineering Technische Universität München

Polar Transform - Recursive Application of the Basic Transform
Definition

The Kronecker product of two matrices X and Y is

X⊗ Y ,

x1,1Y x1,2Y . . .
x2,1Y x2,2Y . . .

...
...

. . .

 .
Then, a Kronecker power of a matrix is written as X⊗n = X⊗(n−1) ⊗ X, X⊗0 , 1.

Example

Recall the matrix representing the basic transform G2 ,

[
1 0
1 1

]
. Then, we write

G⊗2
2 = G2 ⊗ G2 =


1 0 0 0
1 1 0 0
1 0 1 0
1 1 1 1

 .
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Polar Transform (N=8)

U8
1 G
⊗ log2 8
2 = X 8

1

W Y1

W Y2

W Y3

W Y4

W Y5

W Y6

W Y7

W Y8

⊕

•

⊕

•

⊕

•

⊕

•

⊕

•

⊕

•

⊕

•

⊕

•

⊕
•

⊕
•

⊕
•

⊕
•

U1

U2

U3

U4

U5

U6

U7

U8
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Polar Transform (N=32)

U32
1 G
⊗ log2 32
2 = X 32

1

W

U1 Y1

W

U2 Y2

W

U3 Y3

W

U4 Y4

W

U5 Y5

W

U6 Y6

W

U7 Y7

W

U8 Y8

W

U9 Y9

W

U10 Y10

W

U11 Y11

W

U12 Y12

W

U13 Y13

W

U14 Y14

W

U15 Y15

W

U16 Y16W
U17 Y17

W

U18 Y18

W

U19 Y19

W

U20 Y20

W

U21 Y21

W

U22 Y22

W

U23 Y23

W

U24 Y24

W

U25 Y25

W

U26 Y26

W

U27 Y27

W

U28 Y28

W

U29 Y29

W

U30 Y30

W

U31 Y31

W

U32 Y32

⊕

⊕

⊕
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Channel Polarization

For any fixed δ > 0, the fraction of the mediocre channels vanishes as N →∞, i.e., we have

lim
N→∞

1

N

{i ∈ {1, . . . ,N} : δ < H(W
(i)
N ) < 1− δ

} = 0.

Since the transform is information-lossless, we can write

lim
N→∞

1

N

{i ∈ {1, . . . ,N} : H(W
(i)
N ) ≤ δ

} = C (W )

lim
N→∞

1

N

{i ∈ {1, . . . ,N} : H(W
(i)
N ) ≥ 1− δ

} = 1− C (W )
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A Capacity-Achieving Scheme: Polar Codes

Transmit uniformly distributed information bits over the good synthesized channels
(k → N · C (W )).

Set the inputs of the bad synthesized channels to the constant values known to the
decoder.

Decode the bits from U1 to UN successively.

PB ≤
∑

i∈A δ

= N · C (W ) · δ ≤ N · C (W ) · 2−
√
N , resulting in PB → 0.

Indeed, polarization holds for δ = O(2−
√
N) [AT09] (i.e., faster than 1/N).
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M. C. Coşkun — Optimum Decoding of GN -Coset Codes: From Inactivation Decoding to Tree-Search 15/54



Institute for Communications Engineering Technische Universität München

A Capacity-Achieving Scheme: Polar Codes

Transmit uniformly distributed information bits over the good synthesized channels
(k → N · C (W )).

Set the inputs of the bad synthesized channels to the constant values known to the
decoder.

Decode the bits from U1 to UN successively.

PB ≤
∑

i∈A δ

= N · C (W ) · δ ≤ N · C (W ) · 2−
√
N , resulting in PB → 0.

Indeed, polarization holds for δ = O(2−
√
N) [AT09] (i.e., faster than 1/N).
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decoder.

Decode the bits from U1 to UN successively.

PB ≤
∑

i∈A δ

= N · C (W ) · δ ≤ N · C (W ) · 2−
√
N , resulting in PB → 0.

Indeed, polarization holds for δ = O(2−
√
N) [AT09] (i.e., faster than 1/N).
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Code Design

We want to design an (N, k) code, where N = 2n with n ≥ 1.

Equivalently, find a set A ∈ [N] of size k (information set).

1 Polar rule: For a target channel parameter, find the most
reliable k positions for SC decoding.

2 Reed-Muller (RM) rule: Find the indices of the k
positions with the largest Hamming weight in G⊗n2 .

Note
that there is not an RM code for every k .

The polar rule minimizes a tight upper bound on the error
probability under SC decoding while the RM rule maximizes
the minimum Hamming distance

.
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A Historical Remark

Observation: Reed-Muller (RM) codes
perform poorly under low-complexity SC
decoding.

Codes having Plotkin structure were
optimized for SC decoding [Sto02].

They were shown to outperform RM codes
under SC decoding.
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Encoding

Let V k
1 denote the random information bits to be encoded:

1 For a given set A, map V k
1 onto UA.

2 Set the remaining elements to 0, i.e., UF = 0 (frozen
bits).

3 Apply polar transform of length−N, i.e., XN
1 = UN

1 G⊗n2 .

4 This can be done with a complexity of O(N logN)
instead of O(N2).
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Dynamic Frozen Bits

The value of a frozen bit can also be set to a linear
combination of previous information bits (rather than a
fixed 0 or 1 value) [TM16]

A frozen bit whose value depends on past inputs is called
dynamic.

SC/SCL decoding easily modified for polar codes with
dynamic frozen bits.

Any binary linear block code can be represented as a
polar code with dynamic frozen bits!
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Successive Cancellation Decoding: BEC Example
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û3 = 0
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û3 = 0
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û5 = 0
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û3 = 0
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û3 = 0
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û1 = 0
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û8 = 0
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û1 = 0 (frozen) û1 = ?
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û2 = 0
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û4 = 0
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û6 = 0

?

?
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û3 = 0
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û1 = 0
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û3 = 0
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û4 = 0
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û7 = 0

?
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û3 = 0
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û2 = 0
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û8 = 0
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û7 = 0
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M. C. Coşkun — Optimum Decoding of GN -Coset Codes: From Inactivation Decoding to Tree-Search 20/54



Institute for Communications Engineering Technische Universität München

Successive Cancellation Decoding: BEC Example

BEC(0.5)

BEC(0.5)

BEC(0.5)

BEC(0.5)

BEC(0.5)

BEC(0.5)

BEC(0.5)

BEC(0.5)

0

?

?

?

0

?

0

0

⊕

•

⊕

•

⊕

•

⊕

•

⊕

•

⊕

•

⊕

•

⊕

•

⊕
•

⊕
•

⊕
•

⊕
•

u1 = 0

u2 = 0

u3 = 0

u4 = info

u5 = 0

u6 = info

u7 = info

u8 = info
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û4 = 0
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û2 = 0
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û4

û3

û2

û1

(0, 1, 1, 1)

ûi =

{
ui if i ∈ F
fi
(
yN

1 , û
i−1
1

)
if i ∈ A. (1)

fi
(
yN

1 , û
i−1
1

)
,


0 if PUi |Y N ,U i−1 (0|yN

1 , û
i−1
1 ) = 1

? if PUi |Y N ,U i−1 (0|yN
1 , û

i−1
1 ) = 1

2
1 otherwise

(2)

where a frame error occurs if ûi =? for any i ∈ A

→ successive cancellation list (SCL) decoding

!
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û2 = 0
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û3 = 0
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û5 = 0|L5| = 1
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û7 = 0|L7| = 1
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û7 = 0
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û1 = 0
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Successive Cancellation List Decoding: General BMSCs
Key idea: Each time a decision is needed on ûi , both options, i.e., ûi = 0 and ûi = 1, are
stored. This doubles the number of partial input sequences (paths) at each decoding stage.
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When the number of paths exceeds a predefined list size L, discard the least likely paths.

After N-th stage,
ûN1 = arg maxuN

1 ∈LN
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1 , u
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1 ) = arg maxuN

1 ∈LN
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1 ).

Very similar ideas were applied to RM codes (see, e.g., [Sto02, DS06]).
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Outline

1 Overview of Polar Codes

2 Successive Cancellation Inactivation Decoding

3 Successive Cancellation Ordered Search Decoding

4 Conclusions
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Linear Codes over Erasure Channels

For linear codes on the BEC, any uncertainty in the information bits always takes the form
of an affine subspace.

The SCL decoder on the BEC lists all valid paths in this subspace.

Successive cancellation inactivation (SCI) decoding stores a basis instead.

Based on joint a work with Joachim Neu (Stanford) and Henry D. Pfister (Duke) [CNP20]
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Related Works

Inactivation-based decoders are efficient versions of Gaussian elimination.

In the context of coding theory, an instance was proposed by E. Berlekamp in
1968 [Ber15].

Similar methods have been proposed for low-density parity-check
(LDPC) [RU01, PF04, MMU08, PLMC12] and raptor [Sho06, LLB17] codes.

For polar codes, a BP decoder with inactivations was proposed [EP10], but it does not use
SC decoding schedule. More activity this year [UB21, UMB21].
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The Algorithm

The SCI decoder has the same message passing schedule as the SC decoder.

Whenever an information bit is decoded as erased, it is replaced by a dummy variable (i.e.,
inactivated).

It continues decoding using SC decoding for the BEC, where the message values are
allowed to be functions of all inactivated variables.

The inactivated bits are resolved, later, using linear equations derived from decoding
frozen bits.
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Successive Cancellation Inactivation Decoding
Example: u1 = u2 = u3 = 0, u5 = u4 (frozen bits)
g , total number of inactivations during a decoding attempt
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?

?

?

?

?
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û4 = ?

?

?

?

?
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û1 = 0
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û3 = 0
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û3 = 0

û4 = xg = 1
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û4 = x
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û2 = 0
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Successive Cancellation Inactivation Decoding
Example: u1 = u2 = u3 = 0, u5 = u4 (frozen bits)
g , total number of inactivations during a decoding attempt
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û1 = 0
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û1 = 0g = 0
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û2 = 0
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û7 = 0

?
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û2 = 0
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û1 = 0
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û2 = 0
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û3 = 0
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û3 = 0
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û4 = x
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û2 = 0 (frozen) û2 = ?
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û4 = xg = 1
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û5 = û4 (frozen) û5 = 0
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û1 = 0
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û5 = 0x = 0
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û1 = 0
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û1 = 0
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û1 = 0
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û7 = 0

?
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Successive Cancellation Inactivation Decoding

Assume that the SCI decoder inactivates g bits in total during a decoding attempt.

The final step of SCI decoding is to solve a system of linear equations in g unknowns.

This has a unique solution only if the equations obtained from frozen bits have rank g .

It is a MAP decoder if there is no constraint on the number of inactivations.1

1Indeed, it delivers MAP decoding even when the input bits are not uniform by choosing the candidate
maximizing the a-priori probability in the final list of candidates (if no unique solution).
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SCI Decoding with Consolidations

An inactivated bit may be resolved right after decoding a frozen bit whenever it provides
an informative equation.

This event is referred to as consolidation.

The SCI decoder with consolidations mimics the path pruning stage of SCL decoding.
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SCI Decoding with Consolidations
Example (Cont’d): u1 = u2 = u3 = 0, u5 = u4 (frozen bits)
di , number of unresolved inactivations (subspace dimension) at i-th decoding stage
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û1 = 0
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û6 = 0
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û5 = û4 (frozen) û5 = 0
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û2 = 0
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û2 = 0 (frozen) û2 = ?

?

?

?

?

?

?
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û3 = 0
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û2 = 0
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û3 = 0
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?

?

?

?

?

?
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û1 = 0
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û4 = 0
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û4 = 0

û5 = 0
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û7 = 0
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û3 = 0

û4 = xd4 = 1
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û2 = 0
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û4 = 0
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û3 = 0
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û6 = 0
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û1 = 0
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û3 = 0

û4 = 0
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û8 = 0d8 = 0
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û3 = 0d3 = 0
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û4 = 0
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Analyzed Codes

We first consider the following codes with parameters (N = 128, k = 64):

1 A polar code designed for ε = 0.4

2 The RM code

3 The eBCH code

4 A uniform random linear code: A = {1, 2, . . . , 64}, where each frozen bit is a uniform
random linear combination of bits ui , i ∈ A
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(128, 64) Codes - Expected Subspace Dimension E[Di ] for ε = 0.4
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Dynamic Reed-Muller Code Ensemble

Since the (N = 128, k = 64) RM code provides a good complexity vs. performance trade-off,
we propose a modification to it:

An instance from dynamic RM (dRM) code ensemble is obtained as follows:

Adopt the A of the RM code

Set each frozen bit to a random linear combination of all previous information bit(s)

Arıkan’s PAC code [Arı19] is an instance form the ensemble:

PAC codes are defined by an information index set A and an upper-triangular Toeplitz
matrix T

PAC codes are polar codes with dynamic frozen bits, where information index set is A
(Arıkan chooses A of the RM code) and dynamic frozen bits are specified by
T [RBV20, YFV20]

M. C. Coşkun — Optimum Decoding of GN -Coset Codes: From Inactivation Decoding to Tree-Search 36/54



Institute for Communications Engineering Technische Universität München

Dynamic Reed-Muller Code Ensemble

Since the (N = 128, k = 64) RM code provides a good complexity vs. performance trade-off,
we propose a modification to it:

An instance from dynamic RM (dRM) code ensemble is obtained as follows:

Adopt the A of the RM code

Set each frozen bit to a random linear combination of all previous information bit(s)

Arıkan’s PAC code [Arı19] is an instance form the ensemble:

PAC codes are defined by an information index set A and an upper-triangular Toeplitz
matrix T

PAC codes are polar codes with dynamic frozen bits, where information index set is A
(Arıkan chooses A of the RM code) and dynamic frozen bits are specified by
T [RBV20, YFV20]
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(512, 256) Codes - MAP Performance
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Outline

1 Overview of Polar Codes

2 Successive Cancellation Inactivation Decoding

3 Successive Cancellation Ordered Search Decoding

4 Conclusions
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Motivating Question
Is it possible to mimic the behaviour of inactivation decoding over more general BMSCs?

SCL decoding with unbounded list size has an exponential complexity :(

Sequential decoders [Fan63, NC12, MT14, Tri18, JH19] require a parameter-optimization
and do not guarantee ML decoding :(

Flip decoders [ABSB14, CSD18], require an error-detection mechanism and do not
guarantee ML decoding :(

Successive cancellation ordered search (SCOS) decoding is an ML decoder, ...

X ...which requires neither an error-detection mechanism nor a parameter optimization :)

X ...whose complexity approaches (for a wide range of codes) to that of SC decoding for
high-SNR regime :)

Based on a joint work with Peihong Yuan (TUM) [YC21]
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A Preview of the Algorithm

A tree search algorithm, which...

... flips the bits of valid paths to find a leaf with higher likelihood than other leaves, if
such a leaf exists.

... repeats until the ML decision is found.

... stores a list of branches that is updated progressively while running partial successive
cancellation decoding by flipping the bits of the most likely leaf at each iteration.

The search is ordered according to the probability that they provide the ML decision.

Hence, successive cancellation ordered search decoding

M. C. Coşkun — Optimum Decoding of GN -Coset Codes: From Inactivation Decoding to Tree-Search 41/54



Institute for Communications Engineering Technische Universität München

A Preview of the Algorithm

A tree search algorithm, which...

... flips the bits of valid paths to find a leaf with higher likelihood than other leaves, if
such a leaf exists.

... repeats until the ML decision is found.

... stores a list of branches that is updated progressively while running partial successive
cancellation decoding by flipping the bits of the most likely leaf at each iteration.

The search is ordered according to the probability that they provide the ML decision.

Hence, successive cancellation ordered search decoding
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Some Definitions

The log-probability of a path ũi1 via SC decoding [TV15]

Mi

(
ũi1
)
, − logPU i

1|Y N
1

(
ũi1|yN

1

)
. (3)

A score function for a path ũi1 [JH19]

Si
(
ũi1
)
, Mi

(
ũi1
)

+
i∑

j=1

log (1− pj) (4)

where pj is the probability of the event that the first bit error occurred for uj in SC

decoding and S
(
ũ0
)
, 0.
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ũi1
)
, Mi

(
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Ordered Search Decoding: Example

×
M (11) > M (0111)

û4

û3

û2

û1

M (0111)

Search priority: Si
(
ũi1
)

Decision & Pruning: Mi

(
ũi1
)
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Ordered Search Decoding

1. SC path: 0111, M(0111)

M1(1),M2(00),M3(010),M4(0110)

S(1),S(00),S(010),S(0110)

2. Find the sub-path with lowest S .

3. Return to the Lowest Common Ancestor and re-start SC decoding.

4. M (11) > M (0111)

5. Repeat until it is impossible to find a more reliable path.

M. C. Coşkun — Optimum Decoding of GN -Coset Codes: From Inactivation Decoding to Tree-Search 44/54



Institute for Communications Engineering Technische Universität München

Decoding Complexity

Space complexity: O (N logN)

NV : Number of node-visits in the SC-decoding tree for SCOS decoding

NSCL
V (2, {2, 4}) = 7

û1

û2

û3

û4

VML ,
⋃N

i=1

{
ui ∈ {0, 1}i : M

(
ui
)
≤ M (ûML)

}
NV ≥ |VML| due to the redundant visits.
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Outline

1 Overview of Polar Codes

2 Successive Cancellation Inactivation Decoding

3 Successive Cancellation Ordered Search Decoding
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Conclusions and Outlook

Complexity-adaptive block-wise optimum decoding for BMSCs, where the complexity
approaches very closely to that of SC decoding for wide range of codes (polar codes, short
RM codes, their modifications, etc.) as the channel quality gets better.

For much more, see [CNP20, CP21, YC21].

A promising direction is to extend SCI decoding for codes over q-ary erasure channels.

For SCOS decoding, optimizing the search schedule for the RM and/or PAC codes of
larger blocklengths is promising. It has already been explored in [HDG+21] for RM codes
of various lengths and rates.

M. C. Coşkun — Optimum Decoding of GN -Coset Codes: From Inactivation Decoding to Tree-Search 48/54



Institute for Communications Engineering Technische Universität München

References I
O. Afisiadis, A. Balatsoukas-Stimming, and A. Burg.

A low-complexity improved successive cancellation decoder for polar codes.

pages 2116–2120, 2014.

E. Arıkan.

Channel polarization: A method for constructing capacity-achieving codes for symmetric binary-input
memoryless channels.

IEEE Trans. Inf. Theory, 55(7):3051–3073, July 2009.

E. Arıkan.

From sequential decoding to channel polarization and back again.

CoRR, abs/1908.09594, 2019.

E. Arıkan and E. Telatar.

On the rate of channel polarization.

In IEEE Int. Symp. Inf. Theory, pages 1493–1495, 2009.

E. R. Berlekamp.

Algebraic Coding Theory - Revised Edition.

World Scientific Publishing Co., Inc., USA, 2015.
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